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Appendix I: progressive increase of BTB in Britain: 1985-2003

	Figure 1: Annual Confirmed BTB Cases: 1985 to 2003
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	Figure 2: Monthly Confirmed BTB Cases: 1985 to 2003
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Figure 1 shows a progressive increase in the number of confirmed BTB cases since 1985, though the recent trend has been less smooth. In 2001, the outbreak of FMD led to reduced TB testing (Point A), though, as movements were restricted, the number of confirmed cases may have genuinely dropped. The apparent rise in 2002 (Point B) may reflect a rise in testing frequency, or a genuine increase in TB cases after the lifting of movement bans. The slight drop in 2003 (Point C) may have been caused by the very dry summer, or a return to the long term trend after the perturbations of 2001 and 2002. The fitted trend line is a good fit to an exponential curve (R2=0.88), and as no inflection point is evident, seems set to continue and there could be as many as 4,500 cases a year by 2008.

Figure 2 presents the same data by month, and again demonstrates an exponential trend, with large FMD related anomalies during 2001 and 2002. Also evident is an apparent seasonal pattern in cases per month, shown in the inset, which gives the total number of cases recorded each month since 1985. This variation is not thought likely to be a real phenomenon, as the testing regime is also highly seasonal with most testing in winter months, when animals are inside and easier to manage.
As well as the number of cases rising considerably since 1985, the disease has also spread dramatically beyond its early focal areas in south-west England. An animation of the spread of BTB over the period 1984-2003, shown as the number of confirmed cases per five kilometre grid, can be viewed in a browser through this link. (Press Ctrl and click to view the animation. In order for the link to work properly, the files btb8403.htm and btb8403.gif must be placed in the same folder as this report document. The distributions are also provided in hardcopy form in Appendix III.)
The distribution of confirmed cases of BTB in 2002 and 2003 are shown in Figure 3, wherein the super-imposition of 2003 on top in the left hand figure and 2002 on top in the right hand one, clearly demonstrates that the pattern for 2003 is similar to that in 2002. There is a suggestion that the occurrence of the disease outside the ‘core’ areas has varied somewhat – with more cases in Cumbria and Scotland and less in north Wales during 2003.

Figure 3: Occurrence of Bovine TB in 2003 (Left) and 2002 (Right)

[image: image12.png]&

No records/10 km grid
o




appendix ii: Distribution Modelling and Projection
Methods

Various studies have demonstrated that vector-borne disease distributions are related to climatic conditions (Rogers and Randolph, 1993), and that satellite imagery can provide reliable surrogates of meteorological data for predictive purposes (Hay et al., 1996; Hay et al., 2000). Tsetse, cattle and cultivation have been modelled and mapped across an extensive regions of tropical Africa using eco-climatic variables derived from Fourier processed satellite imagery – especially those relating to vegetation cover, rainfall and temperature, and elevation (Rogers et al., 1996; Gilbert et al., 2001). Risk maps for malaria, dengue fever and West Nile virus have also been generated using a similar approach (Rogers et al., 2002a; Rogers et al., 2002b).
A choice of analytical methods is available for prediction, depending on the type of input data available and output required. Whichever method is applied, known presence and absence or density distribution data are used to “train” the prediction process – in essence by establishing statistical relationships between predictor variables derived from satellite imagery and observed data for a series of fixed sample points, as illustrated in  
Figure 4
. 
Figure 4: Derivation of Predictor Variables
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This technique provides model equations of the form y=ax+by+cz. Each independent variable is stored as a raster image, and so these equations can be applied, using a custom written Visual Basic programme, to entire images to determine output values for every pixel in an image or map of model predictions. The resolution of output predictions depends on the resolution of the available predictor variable imagery, and not on the resolution of the analyses.
The modelled data can then be compared with known data to provide various indices of accuracy, such as: the proportion of variance explained; the proportion correctly modelled; and the proportion of false negatives and positives produced. Typically, logistic regression analysis gives accuracies of 85% plus, whilst regression modelling gives correlation coefficients (R2) values of 0.6, or higher. 

Following the arguments used in the earlier studies, logistic regression was chosen to model disease presence, as it is straightforward to implement with currently available commercial software, and so a wide range of exploratory analyses can be performed to assess the relevance of many possible predictors thereby improving the accuracy of final mapped models.

Case Selection

Logistic regression is very sensitive to the relative proportions of presence and absence values in the training data. With comparatively few records of BTB presence, especially in earlier years, the absence data tend to swamp the presence category and the logistic regression technique becomes unusable. Conventional analyses use case control techniques to select an appropriate sample of absence cases, whereby presence cases are matched by a variety of criteria, such as herd size, or holding type, to absence cases that are at the threshold distance, as determined by spatial autocorrelation analyses. This process was not feasible with the BTB data available, as there was insufficient information to categorise holdings effectively. As a result, sufficient absence locations to match the number of presence cases were selected from those areas with no disease by choosing cases at regular intervals within the database (such as every 20th case) when sorted by location coordinates. This ensured an even geographical spread of absence cases, and avoided any selection bias in terms of any of the predictor criteria. 

Rasterisation and Data Sampling

All predictor and dependent data were converted to 1km resolution raster images and stored in IDRISI format. From each of these images, data values for each variable were extracted for a series of data points corresponding to the presence and absence locations, using bespoke programmes written in Visual Basic. These geo-referenced data were then filtered to remove missing values of both dependent and predictor data, and analysed using SPSS software (Statistical Package for the Social Sciences: http://www.spss.com ). The final dataset consisted of about 18,000 rows, each with a complete set of dependent and independent variable data. 

Environmental Predictor (=Independent) Variables

	Table 1: Environmental Predictor Variables

	Generic Type
	Variables

	Anthropogenic
	Distance to roads; Distance to city lights

	Demographic
	Human population level

	Land Cover
	Percentage cultivation and managed grassland (ha/km);Proportion urban and suburban land cover; Woodland; Water; Normalised Deviation Vegetation Index (NDVI)

	Geographic
	Longitude, Latitude

	Topographic
	Elevation

	Temperature
	Air Temperature; Land Surface Temperature; Middle Infrared;

	Water and Moisture
	Vapour Pressure Deficit (VPD); Distance to Rivers; Potential evapotranspiration

	Zoological
	Cattle density; Proportion of dairy cattle; Herd size; Badger record density; Distance to nearest recorded badger presence


 A broad range of anthropogenic, biological, demographic, climatic and topographic variables (Table 1) were assembled in Geographical Information System (GIS) format and assessed as predictors.

Satellite Imagery

The following measures of atmospheric and land-surface characteristics, derived from multi-temporal satellite sensor imagery (Hay and Lennon, 1999) were used:

1. Normalised Difference Vegetation Index (NDVI) from the Advanced Very High Resolution Radiometer (AVHRR) commonly used as an indicator of vegetation cover (data from the Pathfinder Program);

2. A measure of land surface temperature (LST), derived using the Price split window technique from the thermal channels 4 and 5 of the AVHRR (Price, 1984); 

3. A measure of Middle Infrared Reflectance (MIR), allied to temperature, but less susceptible to atmospheric interference, derived from Channel 3 of the AVHRR;

4. Vapour Pressure Deficit (VPD) from AVHRR Channels 4 and 5 and ancillary meteorological data; 

5. Air temperature (Tair) estimates, also derived from AVHRR satellite channels.

1km spatial resolution AVHRR data were obtained for a series of decadal (ten-day) composite images from 1992/3 and 1995/6. These were combined into monthly averages, to provide complete temporal coverage of a nominal calendar year, then subjected to temporal Fourier processing (see Appendix: IV) and re-sampled to 0.01 degree latitudinal and longitudinal resolution.
Other Eco-climatic and Land Related Data

Topographic Digital Elevation Model (DEM) data were obtained from the global GTOPO30 1km resolution elevation surface, produced by the Global Land Information System (GLIS) of the United States Geological Survey, Earth Resources Observation Systems (USGS, EROS) data centre. 

River courses were obtained from the USGS EROS data centre HYDRO1k data archive at http://edcdaac.usgs.gov/gtopo30/hydro/, from which a “distance to rivers” image was prepared.

Potential Evapo-transpiration (PET): mean, minimum and maximum decadal values were calculated from 1961-1990 averaged obtained from the Food and Agriculture Organisation (FAO) of the United Nations and re-sampled to a 0.01 degree resolution.

Human Population and Cartographic Boundary Data

Human population data were derived from several sources: a global coverage of population number per image pixel, obtained from University of California at Berkeley provided by FAO AGL at 5 minute resolution; a population density coverage at the same resolution from the Consortium for International Earth Science Information Network (CIESIN: http://www.ciesin.org ), derived from data collated by the National Centre for Geographic Information and Analysis (NCGIA: http://www.ncgia.ucsb.edu)
A range of population related data was also extracted from the Landscan 1km resolution archive, including night-time light intensity, roads, each of which was recoded to presence and absence, from which distance to roads and distance to lights images were constructed (http://www.ornl.gov/gist/projects/LandScan/landscan_doc.htm).
Administrative boundary data were derived from standard Eurostat statistical analysis unit (“euronuts”) level 3 boundary files (http://europa.eu.int/comm/eurostat/).
Land Use Data

A variety of land use and land cover data was extracted as raster images from the Countryside Information System CD-ROM (CIS, 1999). These data record the percentage cover of 17 land use classes at 1 km grid cell resolution, simplified from data with 25 classes on a 25m grid, with a minimum unit of 0.125 ha. They result from a statistical classification of reflectance data from 46 Landsat TM scenes. Overall map accuracy is considered to be 80-85%. In the CIS, localised under- or over-estimates may show geometric patterns that highlight the joins between scenes and exaggerate regional variations. The following land use types were converted to IDRISI raster images (http://www.idrisi.clarku.edu), as percentages (equivalent to ha/km): tilled area; deciduous woodland; coniferous woodland; managed grassland; urban land; suburban land; bare ground; and water. 

Cattle Density

A range of different cattle density figures was obtained for England Scotland and Wales – aggregated both by administrative areas of various types, and by 5 or 20 km grid. Main holding level, animal census data were provided for several years (1987, 1992, 1996, 1997, 1999, 2000, 2001, 2002) for England, together with recent parish level data for Scotland and small area data for Wales. These had been initially screened to prevent disclosure – i.e. figures were removed if they could be used to identify animal numbers in individual holdings. Full data for Scotland and England was released in due course, though not for Wales for which the most recent complete data available was for 1999. In order to avoid potential mismatches between disclosed and non-disclosed data, the combined administrative unit data for Scotland and Wales and comparatively coarse gridded data for England in 1999 were used as a general measure of cattle density, as shown in Figure 5.
	Figure 5: Cattle Density 1999
	Figure 6: Badger Record Density
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Badgers

Detailed information about badger distribution in Britain has not been possible to obtain. Information published in summary form for 1988 and 1997 (Wilson et al., 1997) was unavailable because the original data “were collected by volunteers on the strict understanding that they would remain confidential.” 

Alternative, freely available badger data are, at best, patchy. The geographically most complete source from the Countryside Information System, contains 1km resolution information on badger distribution from the Mammal Society, the Biological Records Centre and the British Deer Society surveys between 1965 and 1990 (Arnold, 1993). Even when aggregated to 10km, as shown in Figure 6, these records appear unlikely to provide a very realistic representation of actual distribution. An additional GIS derived variable was also calculated to provide a continuous (as opposed to binary) predictor variable based on the distance to the nearest kilometre resolution reported presence. 

APPENDIX III: individual frames of Animated giF files
Figure 7: Monthly Distribution of all ON Movements, 2001
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Figure 8: Monthly Distribution of all ON Movements, 2002
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Figure 9: Distribution of Confirmed Bovine TB Cases: 1984-2003
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Figure 10: Proportion of Movements from Infected Areas: 1984-2003
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Figure 11: BTB Distributions in Core and Remote Areas: 1987-2003
[image: image7.emf]                          


Appendix iv: Temporal Fourier Processing

Figure 12: Temporal Fourier Components
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Temporal Fourier processing (Rogers, 2000) extracts a series of sine waves (components) with periodicities of 1, 2, 3 to x times a year (lower half of Figure 12) from observed temporal datasets (blue line in upper half of figure). 

The number of components produced depends on the duration of the dataset and the sampling frequency. When recombined, Fourier components (red line in upper half of figure) reproduce the original data to any required level of detail (more components = more detail). Relatively few components are needed to model even quite complex data effectively, typically around three, known as the annual, bi-annual and tri-annual components.

Because each Fourier component is a sine wave, it can be described using only the mean value, the amplitude and the phase of the peaks, which indicate the scale and timing or seasonality of each parameter. Various additional factors relating to the variability of each parameter can also be extracted (Table 2); these include: the maximum, minimum and range of each Fourier component; and the percentage of the total variance attributable to each, indicating their relative importance in determining annual phenology.

Table 2: Fourier Variables Used in Prediction Equations

	Fourier Variable
	Middle Infra Red Channel 3
	Land Surface Temperature
	NDVI
	VPD
	Air Temperature

	Mean
	UK03A0LL
	UK07A0LL
	UK14A0LL
	UK20A0LL
	UK21A0LL

	Amplitude1
	UK03A1LL
	UK07A1LL
	UK14A1LL
	UK20A1LL
	UK21A1LL

	Amplitude2
	UK03A2LL
	UK07A2LL
	UK14A2LL
	UK20A2LL
	UK21A2LL

	Amplitude3
	UK03A3LL
	UK07A3LL
	UK14A3LL
	UK20A3LL
	UK21A3LL

	Phase1
	UK03P1LL
	UK07P1LL
	UK14P1LL
	UK20P1LL
	UK21P1LL

	Phase2
	UK03P2LL
	UK07P2LL
	UK14P2LL
	UK20P2LL
	UK21P2LL

	Phase3
	UK03P3LL
	UK07P3LL
	UK14P3LL
	UK20P3LL
	UK21P3LL

	Variance of Mean
	UK03VRLL
	UK07VRLL
	UK14VRLL
	UK20VRLL
	UK21VRLL

	Variance 1*
	UK03D1LL
	UK07D1LL
	UK14D1LL
	UK20D1LL
	UK21D1LL

	Variance 2*
	UK03D2LL
	UK07D2LL
	UK14D2LL
	UK20D2LL
	UK21D2LL

	Variance 3*
	UK03D3LL
	UK07D3LL
	UK14D3LL
	UK20D3LL
	UK21D3LL

	Variance All*
	UK03DALL
	UK07DALL
	UK14DALL
	UK20DALL
	UK21DALL

	Minimum
	UK03MNLL
	UK07MNLL
	UK14MNLL
	UK20MNLL
	UK21MNLL

	Maximum
	UK03MXLL
	UK07MXLL
	UK14MXLL
	UK20MXLL
	UK21MXLL

	Range
	UK03RNLL
	UK07RNLL
	UK14RNLL
	UK20RNLL
	UK21RNLL


As an example of the sort of environmental variability that can be exposed through Fourier analysis, Figure 13 shows a false colour composite of Fourier processed air temperature variables for England, Scotland and Wales. The average values (the ‘zero order’ component) are displayed in the red gun; the 

phase of the first order component is displayed in the green gun; and the amplitude of the first order component is displayed in the blue gun. Broad regional differences can be seen, such as the predominance of red in the south, indicating relatively high and less variable average temperatures; the predominance of blue and green to the north, indicating greater variability in average temperatures and latter seasons, respectively.

	Figure 13: False Colour Composite 
Fourier Air Temperature Variables
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APPENDIX V: Additional Simulation Modelling Tables

Table 3: Parameters of Each Annual Logistic Model Using Distance to BTB
Py is the number of years of past infection in the 5K cell TB1KDON is the number of infected 1K cells in the previous year in a 5km circular neighbourhood, UK21MN, UK14A0 CSMAGR  and CT99 as detailed in Error! Reference source not found. .  DIST is the distance to the nearest infected cell in the previous year.
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Table 4: Parameters of Each Annual Logistic Model Using Movement Transformed Distance to BTB
Py is the number of years of past infection in the 5K cell, TB1KDON is the number of infected 1K cells in the previous year in a 5km circular neighbourhood,  UK21MN, UK14A0 CSMAGR  and CT99 as detailed in Error! Reference source not found. TDIST is the transformed distance to the nearest infected cell in the previous year according to the distance distribution of cattle movements.
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